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deviation angles the intensities of main peaks for a 
perfect crystal (AO= 180'3 and a crystal with the 
damaged layer are almost the same, whereas at a = 
450" the intensity of the main peak (AO = 900'3 for 
the specimen with the damaged layer is much lower 
than that of the main peak for the perfect crystal. Fig. 
3 shows that in the case of a perfect crystal the 
intensity of the main peak decreases proportionally 
to to2/t~ 2, whereas for the specimen with the damaged 
layer the decrease of the function PR(a) a 2 is observed 
for deviation angles exceeding 200". Experimental 
data and theoretical calculations (solid line, Fig. 3) 
from equation (6) with d = -  1 and b--- 1 are in good 
accordance, which gives 9 + 3 nm as the thickness of 
the damaged layer. 

formed within a depth of 3 nm. Of course, the method 
would give even better results if we used more power- 
ful radiation sources or accumulate intensity. 

It is worth noting that for simplicity we discussed 
the thickness of a distorted layer. Analysing (2), we 
can readily see that, in fact, we measure not the 
thickness of the damaged layer but rather that of a 
transitional layer between damaged and perfect parts 
of the crystal. It is evident that the addition of an 
amorphous layer to the crystal (if this does not result 
in additional stresses) does not affect the diffraction 
spectra. We believe that the method discussed here 
will be very powerful for the effective study of transi- 
tiofial layers between a perfect-crystal matrix and the 
growing film. 

Conclusion 

The use of three-crystal diffractometry permitted us 
to observe directly for the first time a damaged layer 
with a thickness of 9 nm. It should be noted that the 
real potentialities of the method are even g rea te r -  
the absence of a PR(a)a2-function decrease for a 
perfect crystal within the whole range of measure- 
ments (---900'3 indicates that no damaged layer is 
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Abstract 

By its two-dimensional nature, the A~o, A20 intensity 
distribution of a Bragg X-ray reflexion has greater 
angular resolution and greater information content 
than the corresponding one-dimensional Aw reflexion 
profile. It allows for the measurement of integrated 
intensity, exactly and equally truncated, over the full 
range of 0. Also, it is potentially correctable point by 
point for extinction and simultaneous diffraction. 
Consequently, it has inherent capabilities for the esti- 
mation of structure-factor values with improved 
accuracy. To realize this potential, it is necessary to 
identify and appreciate the various factors which, 
convoluted together, determine the 2D distribution. 
Among these factors, important ones are the crystal 
mosaic/fragment distribution, /z, the X-ray source 
emission distribution and the wavelength distribu- 
tion. By first treating the situation for a hypothetical 
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point source, the relation of the reflectivity (or 'level 
of interaction') with the/z distribution is highlighted. 
Extension to a real source indicates the probable need 
for deconvolution in practical cases to extract mean- 
ingful estimates of the /z  distribution and hence the 
reflectivity distribution, the most significant measured 
quantity for accurate structure-factor evaluation. The 
2D distribution is discussed in relation to single (H) 
scattering, multiple (H.H) scattering (extinction) and 
simultaneous (H.K) scattering. 

Introduction 

Since the advent of the four-circle X-ray diffrac- 
tometer in the late 1950's and its use for the determina- 
tion of structure-factor values, much effort has been 
devoted to (a) clarifying the roles of the many com- 
ponents in the measured intensity distribution of 
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Bragg reflexions from small imperfect single crystals, 
(b) determining appropriate correction factors and 
(c) estimating operational levels of accuracy of the 
derived structure-factor values. All of this effort was 
based on treatment of the measured intensity as a 
one-dimensional distribution (reflexion profile), 
essentially of the crystal rotation angle, to, with differ- 
ent possible linked movements of the detector rota- 
tion angle, 20, using a wide aperture in front of the 
detector. 

The use of a wide aperture, a basic feature of this 
procedure, was established by W. H. Bragg (1914) 
and integrated into the theoretical treatment of X-ray 
reflexion by C. G. Darwin (1914). Its appropriateness, 
as an operational means of deriving a true measure 
of the integrated intensity, does not appear to have 
been questioned since then. The subsequent use of 
film as detector (with effectively no aperture) tended 
only to confirm the classical viewpoint in this matter. 
Even when the modern diffractometer appeared, con- 
cern was mainly with questions as to the suitability 
of various scan procedures and of the size of the 
detector aperture to ensure collection of the total 
significant signal. Because of these particular foci of 
attention, the functional dependence of intensity on 
both to and 20 in the X-ray case was apparently never 
explored experimentally in detail until my recent 
study (Mathieson, 1982a) although the dependence 
was implicit in the formulation of Werner (1972) and 
was given limited explicit development in the theoreti- 
cal modelling of Einstein (1974). 

The establishment of the intrinsic two-dimensional 
nature of Bragg X-ray reflexions in respect of to and 
20 raises the general question as to how changing 
from the conventional one-dimensional profile to a 
two-dimensional distribution might (a) affect inter- 
pretation of the various components of the experi- 
ment, (b) modify the forms of the correction factors 
and (c) influence the operational accuracy of the 
resultant structure factors• Of course, the amount of 
data to be handled in the two-dimensional procedure 
relative to the one-dimensional is much greater but 
this is a necessary concession - generally one must 
trade time for accuracy (see Mathieson, 1979). 

Examination of the general properties of the 2D 
distribution constitutes a necessary basis for the 
proper and effective use of these measurement pro- 
cedures in the X-ray case whether by the slice-scan 
method (Mathieson, 1982a) or by use of a linear 
position-sensitive quantum counter.* 

* The use of linear position-sensitve counters for this purpose 
requires high capability in terms of spatial resolution, preferably 
of the order (say) of 50-100 ixm, e.g. Boie et al. (1982). This type 
of usage should be clearly distinguished from the less demanding 
application of such devices for the measurement of several 
reflexions simultaneously or for measurements over a wide range 
of reciprocal space, e.g. low-angle scattering surveys. Suitable high 
spatial resolution is, in principle, feasible with solid-state detectors 

The present text deals with the least complicated 
situation, i.e. it does not involve a/3-filter or crystal 
monochromator.  The case for neutron diffraction 
which deals necessarily with more extended ranges 
of the experimental variables than the X-ray case and 
also includes a parallel crystal monochromator  whose 
axis is parallel to that of the specimen has been treated 
on the basis of theoretical modelling by Schoenborn 
(1983). 

2. The traditional procedure for measuring integrated 
intensity 

To appreciate the distinction between the old and the 
new measurement procedures, it is useful first to 
indicate the derivation of the conventional one- 
dimensional reflexion profile result, not via the stan- 
dard presentation, e.g. Bragg (1914), Compton (1917), 
but from the two-dimensional viewpoint. 

Consider the area encompassing a hypothetical 
two-dimensional (Ato, A20) distribution of diffracted 
intensity for a given X-ray reflexion using (say) Ko~, ~2 
radiation,, Fig. l(a). The range of scan of the crystal 
to, to to2, is given by A'Z '  (=A"Z'3 in Fig. l (a)  while 
the range of 20, 201 to 202, spanned by the detector 
aperture is given by A'A" (=Z 'Z") .  

In the traditional procedure, the intensity distribu- 
tion from 20, to 202 for a given setting of the crystal, 
tot, is passed through the detector aperture and 
integrated in the detector to yield a single-valued 
resultant, I(to,). This resultant corresponds to one 
point of the one-dimensional profile curve, Fig. l(b). 

• t o  2 The integral of that curve from to, to to2, j l(to) dto, 
. . . . . .  t O l  . 

~s the traditional esUmate of integrated intensity. Note 
that this integration from A to Z in Fig. l(b) rep- 
resents the integrated intensity for the total rectilinear 
area A'Z 'Z"A"  in Fig. l(a). Also, estimates for back- 
ground correction, B~A, ZB2 (Fig. l b) relate to the 
rectilinear area B~A'A"B'( and Z'B~B~Z" in Fig. l(a). 

It should be stressed at this stage that it is from 
analysis of the one-dimensional profile, Fig. l(b), that 
the distinction as to what is peak and what is back- 
ground is conventionally derived (for recent sum- 
maries of procedures, see Lehmann, 1980; Clegg, 
1981). 

Given that one had only the evidence of the one- 
dimensional profile, Fig. l(b), one could tell nothing 
more than that the two-dimensional distribution from 
which it was derived could be quite undifferentiated, 
as depicted in Fig. l(c). It is evident therefore, even 
at this stage, that the measured two-dimensional dis- 
tribution, Fig. l(a),  has intrinsic information content 

such as photo-diode (Si) devices (for Cu radiation), e.g. Borso & 
Danyluk (1980). Questions of uniformity of response and of com- 
patibility of linearity of response and high count rate may, however, 
pose difficulties for the full exploitation of such devices in matters 
of accuracy (see Mathieson, 1982b, c). 
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superior to that of the corresponding one-dimensional 
projection of that distribution, Fig. l(b). It will be 
shown below that analysis of the 2D distribution 
offers potential for greater precision (a) in defining 
the principal components of the intensity distribution, 
namely crystal mosaicity, source and wavelength 
band, and hence of comparing a synthetic convol- 
ution of these components with the experimental 
result, (b) for effecting an improved prescription for 
measurement of integrated intensity and (e) for an 
improved designation of peak/background. 

To determine how this potential can be realized, a 
closer look at the 2D distribution and its components 
is necessary. 

3. The Am, A20 distribution 

In treating the problem of the measurement of 
integrated intensity, one is necessarily involved in 
relating the situation in reciprocal space with that in 
operational (observational) space. In most earlier 
studies, e.g. Alexander & Smith (1962, 1964a, b), Bur- 
bank (1964, 1965), Ladell & Spielberg (1966) etc., the 
area in reciprocal space has been taken as the refer- 
ence and observational space has been 'distorted' to 
fit the reciprocal-space presentation, vide Fig. 2 of 
Kheiker (1969). In the present case, the reverse 
approach is taken, in that the rectilinear presentation 
of Ato, A 20 (~) is the reference and the reciprocal-space 
presentation is 'distorted' to accord with the angular 
presentation.* As indicated below, for the present 
purpose there are procedural advantages associated 
with this approach. 

In terms of reciprocal space, the dimensions associ- 
ated with non-A-dispersive components, namely the 
crystal substructure (mosaic/fragment) distribution 
and the source distribution, increase with the length 
of the scattering vector, e.g. Ladell & Spielberg, 
(1966), Kheiker (1969). However, in terms of angular 
measure, they are constant over 0 (for the case of 
isotropic crystal substructure distribution) so that 
intercomparison of reflexions and the detection of 
variations between the distribution for different 
reflexions is rendered more straightforward than on 
the basis of reciprocal-space presentation which 
would involve scale manipulation of the primary 
intensity data. The mosaic distribution corresponding 
to the case of real crystals may be anisotropic and 

even asymmetric so that its establishment will require 
preliminary measurement of a selection of reflexions. 
Nevertheless, the relationship established in angular 
measure will be applicable over the whole range of 
Bragg reflexions and will be characteristic of the 
individual crystal. 

For the A-dispersive component, the angular 
truncation limits change with 0 but can be readily set 
relative to the a~ a2 doublet separation or by calcula- 
tion from 20o, the reference value for the particular 
Bragg reflexion (see Mathieson, 1982a, 1983b). 

In considering the A~o, A20 (') representation, it is 
advisable to differentiate the frame associated with 
the operational parameters (the crystal rotation and 
detector aperture angles) from the six-sided box 
associated with the main factors determining the 
diffracted intensity distribution, namely the crystal 
substructure distribution,/z, the source intensity dis- 
tribution, tr, and the wavelength distribution, A. 

In terms of the operational parameters, A~o, A 20 ('), 
the latter being the equivalent angular displacement 
in the local frame of the detector, the rectilinear area 
depicted in Fig. l(a) is the same whether the scan 
ratio, s = A20/A~o, is 0, 1 or 2, respectively, or any 
general value. The actual six-sided intensity distribu- 
tion box defined by the relevant ft, tr, A factors will, 
however, be dependent on the particular scan ratio s 
used. We may note at this stage that the scan ratio 
may refer to the ratio either (i) of the A2O displace- 
ment of the detector axis to the Ato displacement of 
the crystal axis by a physical or control linkage or 
(ii) of the relative A20 displacement of the adjacent 
rows of A20 data points to the Ato displacement of 
these rows, for the purposes of display or computa- 
tional facility (see Fig. 2b and Mathieson, 1982a). 
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* (a) The transformation from the angle presentation, Ago, A20 °) 
(corresponding to the go/0 scan procedure), to the reciprocal-space 
presentation is treated in Mathieson (1983a) while a more general 
discussion of  the transformation between operational space and 
reciprocal space is given in Wilkins, Chadderton & Smith (1983). 

(b) As noted in Mathieson (1983a), a convenient terminology 
to identify the A20 parameter with the scan procedure is proposed, 
namely A20 (°) for the go scan (s = 0), A20 °) for the go/0 scan (s = 1) 
and A20 (2) for the (o/20 scan (s = 2). 

Fig. 1. The conventional I D reflexion profile measurement of  
integrated intensity from the 2D viewpoint. (a) A hypothetical 
Ago, A 20 distribution of  a Bragg reflexion using K -  ~ ot 2 radiation. 
The scan range is from col(B1) to ¢o2(B2) , go t being a representative 
go setting. AB] and B2Z are the regions where background 
estimates are made. The aperture range is 20~ to 202. (b) The 
corresponding ID reflexion profile, l(gom) corresponds to the 
integration of  the intensity from 20~ to 202 at go, Background 
estimates are made between A and Bm and B2 and Z. (c) The 
undifferentiated 2D distribution equivalent to the 1D profile in 
(b). 
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(i) Point source 

Let us first consider the situation where the source 
size is vanishingly small, as also is the specimen single 
crystal, while the substructure distribution, tz, and 
the wavelength distribution, A, are presumed to 
extend over realistic ranges. The axes of  the /1, and 
A distributions for the cases of the three main scan 
procedures, to, to/0 and to/20 are indicated (as arrow- 
tipped lines) in Fig. 2(a) (i), (ii) and (iii), respectively, 
the axis for a realistic source distribution, tr, being 
included here for completeness and later consider- 
ation. The ranges of the /z and A distributions are 
indicated by the parallelogram sides AB and AD, the 
convolution of these two distributions occupying the 
area ABCD. In Fig. 2(a), the levels of  the/x  distribu- 
tion are shown by contour lines parallel to the A axis, 
x~y~ representing one contour level. For comparison, 
the outlines of the respective conventional measure- 
ment areas" are shown by dashed lines in Fig. 2(a). 

As a basis for discussion of the distributions to be 
expected in the parallelograms in Figs. 2(i), (ii) and 
(iii), individual distributions for pr, o" and A may be 
visualized as in Figs. 3(a), (b) and (c), respectively. 

Synthetic intensity distributions derived by convol- 
ution of /z  and A distributions and corresponding to 
the three scans are depicted in contour form in Fig. 
2(b). It should be noted that the distribution along 
A20 for a given value of Ato is the same in all three 
(as indicated by the spot points on the contour levels) 
but the mutual disposition of adjacent lines of con- 
stant to is dependent on the scan ratio. 

Although originally derived in terms of  the oper- 
ational parameters Ato, A20, the 2D distributions in 
Fig. 2 may be referred to alternative axes parallel to 
the loci o f /x  and A, thus focusing attention on these 
intrinsic factors of the Bragg reflexion rather than on 
the operational factors. 

In the three possible presentations in Fig. 2, one 
has to distinguish the reflectivity r (related to the 
'level of interaction',  Mathieson, 1979) from the 
intensity L The reflectivity corresponds to the 
intensity diffracted per unit incident intensity so that 
the relationship is as given in (1) Io being the incident 
intensity: 

l(Ato, A20)=  r(Ato, A20)Io(Aw, A20). (1) 

The actual intensity will peak at the positions where 
the peaks of the tz and A distributions (Fig. 3) 
coincide. However, the reflectivity is a function of 
the tz distribution but not of the A distribution, nor 
of the source distribution, or, to be discussed sub- 
sequently, and therefore lines of constant reflectivity 
(or 'level of interaction') lie parallel to the A distribu- 
tion axis as indicated in the different displays in Fig. 
2(a). The situation can be expressed in terms of the 
intrinsic factors in (2) with the functional dependence 
of r on tz and of l on A 

1(/.i., A)= r(/.t) lo(A). (2) 

In the case of the to/0 scan display, Fig. 2(ii), the 
reference axes, tt, A, are at right angles and the distri- 
bution is essentially symmetrical about a line parallel 

(a) 
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i Y' X 

L ~ _ _ _  I 
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A 2  e = - - , - - - -  I (w) 

Fig. 2. The case when only the crystal mosaicity factor ~ and the wavelength factor ;t are significant. The source tr and the specimen 
crystal are visualized as vanishingly small. (i), (ii) and (iii) correspond to the scan procedures to, to/0 and to/20. (a) The frame (in 
dashed lines) represents the outer limits of the operational variables to, 20. The parallelograms ABCD represent the areas corresponding 
to the truncated ranges of/z and A. The loci of/z, ;t and also tr are indicated by the arrowed lines. The lines parallel to A, e.g. x~, 
y~, represent constant values of/z. (b) Synthetic intensity distributions corresponding to the convolution of pt and A distributions (as 
detailed in Fig. 3) in contour map form. The spot values on the contour lines identify values at specific steps in to and are thus 
highlighted to show their relationships in the different scan procedures. (iv) is the 1D reflexion profile equivalent to the 2D distributions. 
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to the A axis. Computer handling is simplified as is 
display appreciation. In cases other than the w/O 
scan procedure, the distributions are skewed and the 
relation of their component parts not as readily recog- 
nised, cfi Fig. 2(b)(i) and (iii) with (ii). 

(ii) Real source 

Whereas the dimensionality of the distribution is 
equal to that of the variables when there are only two 
of the latter, introduction of an additional third 
feature, namely the size of the source, renders the 
situation more complex in that, as a result of the 
convolution, components of the distributions outside 
the nominated limits shown in Fig. 2 can make minor 
contributions inside the designated area. The resul- 
tant outer bounds of the total convolution area are 
indicated in Fig. 4, the original area A B C D  for the 
point source being extended by displacement along 
the locus of o" (see Fig. 2a) to EFGH, the total area 
being A B F G H D .  Each line of constant reflectivity in 
Fig. 2, xtYl (say), is extended to xsys so that a certain 
level of reflectivity is now represented by an area 
x~xsysy~. Because of their extension, the areas of 
different levels of reflectivity overlap one another to 
different extents depending on their relative displace- 
ment. The minor contributions from outside the nomi- 
nated limits of the individual distributions due to 

ix 
(a) 

A 
(b) (c) 

Fig. 3. The form of the distributions for the (a)/~, (b) tr and (c) 
A components. 

convolution are mainly in the triangular areas B E F  
and DCH. As a result of there being more than two 
components, precise details of the/z distribution (and 
hence of the reflectivity distribution) are not likely to 
be readily discernible from the overall distribution 
and will require possible use of numerical deconvol- 
ution techniques. 

Since the convolution of the tr and h distributions 
[the contribution of the crystal size c (Mathieson, 
1984) being generally smaller] determines the distri- 
bution of the incident intensity Io, the actual intensity 
distribution, I(Aw, A20),  within the area A B F G H D  
is rather different from the reflectivity distribution 
and, in terms of diffracted intensity magnitude, I is 
of the type shown in Fig. 5 (cfi Mathieson, 1982a, 
Fig. 2). 

4. Measurement of the intensity distribution 

Keeping in mind that our aim is to provide useful 
diagnostic information and so to establish the situ- 
ation for accuracy of 1% or better in relation to 
structure-factor values, F(H) ,  we may note that the 
various factors involved in the derivation of such an 
estimate of F ( H )  from the measurement of intensity 
fall into two groups. In the first group are those factors 
which are largely geometrical - absorption, the 
Lorentz factor. These are essentially single valued as 
the Bragg-peak region is traversed and remain the 
same whether one is dealing with the conventibnal 
one-dimensional profile or the two-dimensional 
Aw, A 2 0 distribution (however, does the Lorentz fac- 
tor vary significantly across AA at low angles?). In 
the second group are the factors directly associated 
with the scattering process. These are the first-order 
Born approximation (H) scattering, multiple (H.H) 
scattering, usually referred to as extinction, and 

F ,, 

x: 

B / 

G 

A 

G 

A 2 8  ~ A 2 8  ~ A2@ 

(a) (b) (c) 

Fig. 4. The outer (truncation) limits ABFGHD in the case of the combination of the components #., tr and A. ABCD and EFGH 
correspond to the areas occupied by the /~A combination at the beginning and end of the cr distribution, cf. Fig. 2. xly ~ and xsYs 
correspond to the same levels of mosaicity in ABCD and EFGH, respectively. (a), (b) and (c) refer to the w, w/O and w/20 scan 
procedures, respectively. 
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simultaneous (H.K) scattering. While the polarization 
correction is generally treated as single valued, 
evidence has been presented that, even for a one- 
dimensional profile, this is a simplification (see Cal- 
vert, Killean & Mathieson, 1974; Olekhnovich & 
Markovich, 1978; Olekhnovich, Markovich & Olek- 
novich, 1980). 

We may consider the matter in terms of increasing 
complexity. 

(i) H scattering 

In this case, there is an underlying assumption that 
extinction does not come into the matter so that one 
is effectively saying that the 'level of interaction' or 
reflectivity is low (but not zero) and is effectively 
constant. This assumption cannot be regarded as in 
any wise exact since, as we have noted earlier, even 
with single scattering, some measure of extinction is 
involved (Mathieson, 1979; see also Darwin, 1922; 
Robinson, 1933; Schneider, 1977). Within the context 
of this assumption, however, the different levels of 
reflectivity, see (2), are not differentiated but treated 
as equivalent. The procedure to estimate the 
integrated intensity is relatively straightforward in 
that the array of intensity values within the cell 
defined by the selected truncated ranges of/z, tr, A is 
simply summed. The signal area is of course adjusted 
for each reflection in respect of the A dispersion and 
the change in/z distribution with crystal orientation, 
should this latter be required. The actual estimation 
of the integrated intensity can be effected either by 
point-by-point summation with a narrow aperture 
applying the slice-scan procedure in A20 or with an 
~o/20 scan (Mathieson, 1982a) or using a boundary- 
following dynamic aperture procedure (Mathieson, 
1983c). The estimation of the background has been 
treated elsewhere (Mathieson, 1983b). 

(ii) H.ISI scattering 

In this respect, we have a situation which is intrinsi- 
cally more complex in that the two-dimensional distri- 

(o) 

1160 

11 SO 

ACO 

11 40 

11 30 I 
I t I I I 1 

-0 30 0 30 -0 10 0 010 

A20 (2} 

Fig. 5. Intensity distribution, l(Ato, A20(2)), for the 404 reflexion 
of  K2SnCI6 contoured on a logarithmic scale from the maximum 
(peak) intensity (~4000 counts s -~) to - 2 %  of  the maximum. 
The radiation is Mo Kot,a 2. 

bution requires us to acknowledge that use of a single- 
valued extinction parameter, y, for a whole reflexion, 
based on the theoretical treatments of Zachariasen 
(1969), Becker & Coppens (1975), Kato (1976) etc., is 
a simplifying approximation. As pointed out in the 
previous section, the level of extinction at a given 
point in the 2D intensity distribution is a function, 
not primarily of the intensity but of the level of 
reflectivity and the level of reflectivity is a function 
of the mosaicity distribution of the crystal specimen. 
For a vanishingly small source, constant values of 
mosaicity and hence of reflectivity lie parallel to the 
locus of the A distribution, Fig. 2. That is, one would 
have a relationship of the type 

rmeas(/J,) = ) , ( ~ ) r *  (3)  

between the measured value of the reflectivity, rmeas, 
to the nominal nonextinguished reflectivity, r* (see 
Darwin, 1922; Robinson, 1933; Mackenzie & 
Mathieson, 1979; Schneider, Hansen & Kretschmer, 
1981). y(/x) is the extinction coefficient as a function 
of the mosaic distribution/~. 

In the case of a real source, the distribution is 
convoluted with the source distribution or so that 
significant information concerning the mosaic distri- 
bution [and hence the potential relationship to y(tz)] 
may require to be extracted by deconvolution. To 
tackle this task, it would appear that the most suitable 
display (or array of numerical values) is that corres- 
ponding to the to/0 scan (Mathieson, 1983a). The 
two physically significant variables,/z and A, are then 
at right angles and the variable tr is at 45 ° to these 
so that the deconvolution procedure is more readily 
handled and the derived result more readily assessed. 
If deconvoluted in respect of the source distribution, 
the resultant distribution would correspond to that 
in Fig. 2(ii) and would then readily yield information 
on the rmeaj/Z) distribution by simple summation 
parallel to the A axis. 

(iii) H.K scattering 

Here we are dealing with what is usually referred 
to as simultaneous reflexion. Although this is akin to 
H.H scattering (extinction), there is a significant 
difference in that the geometrical requirements for 
H.K scattering can be modified experimentally. 

With the additional dimension of the Ato, A20 dis- 
tribution there is marked enhancement in the angular 
resolution compared with that of the conventional 
one-dimensional profile. This is particularly notice- 
able in the dispersion of the a la2 components of an 
X-ray doublet. With this increased capability goes a 
potential for the identification of the existence of 
simultaneous diffraction. As has been shown by Cole, 
Chambers & Dunn (1962) who used isolated al and 
a2 components, the pattern of simultaneous diffrac- 
tion can be sensitive to such small differences in 
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wavelength (see Figs. 8 and 9 of the paper by Cole, 
Chambers & Dunn). In other words, in such sensitive 
regions, the intensity distribution due to the ot~ com- 
ponent would differ from that due to the a2 com- 
ponent. By appropriate check procedures on the dis- 
tributions in the 2D case corresponding to the 
individual a~ and t~2 peaks, it should be possible to 
determine if the relationship of the t~ot2 peaks is 
normal or shows some significant difference arising 
from simultaneous reflection. 

5. Discussion 

Procedures have been outlined recently for the treat- 
ment of data collected in two dimensions using posi- 
tion-sensitive detectors (Spencer & Kossiakoff, 1980; 
Sjrlin & Wlodawer, 1981). These have been directed 
largely to protein crystal studies, particularly with 
neutron diffraction methods, a combination in which 
the background level is high and comparable with 
the peak intensity of many of the weaker reflexions. 
The main concern under these circumstances is to 
extract as much meaningful signal as possible using 
a pattern-recognition procedure based on the essen- 
tial bivafiate Gaussian shape of neutron peaks either 
assumed (Spencer & Kossiakoff, 1980, and also Sjrlin 
& Wlodawer, 1981) or derived from instrument and 
crystal parameters (Schoenborn, 1983). 

The situation with which we are dealing is rather 
different. With X-rays, the local signal level is 
sufficiently high that the two-dimensional distribution 
is revealed as highly-differentiated so that the 
individual components of the distribution are identifi- 
able by inspection. These conditions allow the possi- 
bility of analysing the components in some detail, 
examining their contributional variation throughout 
reciprocal space, carrying out partial deconvolution 
and deriving a synthesis convolution to compare with 
the experimental result. The purpose of such an 
approach is to aim for greater experimental accuracy 
in the derived X-ray structure-factor values. 

In respect of potential for accuracy, the two-dimen- 
tional (Ato,/120) approach in the X-ray case has 
important features compared with the conventional 
I D profile. One is the capability of isolation and 
exclusion of parts which are inextricably included in 
the 1D procedure. Thus, one can eliminate from the 
intensity integration the regions designated/3 in Fig. 
4 (see also Mathieson, 1983c). These are extraneous 
to the 'true' integrated intensity defined in the 
improved prescription (Mathieson, 1982a) and hence 
constitute an unavoidable source of error in the 1 D 
method. The area of these/3 regions is proportionately 
larger in the low-0 region where extinction effects are 
most obvious. In respect of the higher-0 region, the 
2D procedure brings a rational and practical solution 
to the one-dimensionally vexatious question of 
truncation. The theoretical prescription for the 

measurement of integrated intensity specifies integra- 
tion to infinity, whereas, in practice, operational limits 
have to be accepted, this restriction being referred to 
as truncation. In the case of the 1D procedure, proper 
allowance for truncation as one moves from reflexion 
to reflexion is difficult. The reflexion profile, being a 
1D projection of the convolution of several com- 
ponents, is rarely, in practice, defined in terms of the 
individual profiles of these components so that its 
variation in shape throughout reciprocal space is not 
clearly identified and the ratio of the intensity within 
the set scan limits to the intensity to infinity (the 
so-called truncation ratio) is difficult to establish 
numerically. Allied to this, the A dispersion can pro- 
duce a progressive but ill-defined change in the 
truncation ratio, thus influencing the derivation of 
realistic temperature factors (Denne, 1977). By con- 
trast, with the 2D procedure, the limits for the main 
components, /x, tr, A, can be set and held over the 
whole region of reciprocal space so that a proper 
constant of proportionality is maintained in relation 
to the estimation of integrated intensity. The problem 
of variable truncation is thereby eliminated and more 
realistic Debye-Waller factors can be achieved. 

One can deal with the (Ato, A20) distribution at 
different levels. At the simplest level, when one is 
ignoring the variation of extinction with reflectivity, 
i.e. assuming that the reflexion is extinguished uni- 
formly, then one is aiming only to estimate the 
integrated intensity within the six-sided truncated 
area specified by the chosen ranges of/x, o-, A. This 
can be effected by methods discussed earlier in the 
text. At a more elaborate level, one is concerned to 
study the actual distribution of intensity within the 
six-sided truncated area, relate this to the components 

or 

- a2e i(,,,} 

(a) (b) 

I ~ Ato  

Fig. 6. (a) Contoured (Ato, A20) map of intensity derived from 
convoluting a Gaussian distribution of tz with a Gaussian distri- 
bution of tr. The two outer contour levels are 1 and 5, the 
remainder starting at 10 and rising by 10 to a peak of 100. (b) 
The corresponding I D profile, l(Ato). 
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and derive informat ion  about  the distr ibutions of  the 
individual  components .  Prel iminary informat ion  of  
this type can be obta ined from to, to/0 and to/20 
slice-scan measurements  and these can provide the 
bases for a more exact del ineat ion by compar ison  of  
synthetic convolut ion (Ato, A20) distr ibutions with 
the exper imenta l  distribution. Provided that one can 
obtain adequate  funct ional  matches for the tr and A 
distributions and the size of  the crystal and the effec- 
tive pixel aperture, it should be feasible to derive a 
fair approx imat ion  to the reflectivity distr ibut ion and 
hence the mosaici ty distribution. The capabi l i ty  of  
deriving this dis tr ibut ion for a variety of  Bragg 
reflexions, inc luding equivalents,  would take us much  
closer to an effective corrective procedure and the 
es tabl ishment  of  structure-factor values based on 
essentially exper imental  procedures. While Furnas 
(1957) and Alexander ,  Smith & Brown (1963)* have 
proposed exper imenta l  procedures which could give 
an estimate of  the intrinsic reflecting range of  a small  
single crystal, nei ther  procedure is sufficiently free 
from other convolutive components  to establish rea- 
sonable numerica l  estimates on their  own. With the 
resolution capabil i ty  of  the 2D distribution,  a pro- 
cedure which appears  both feasible and practicable 
is to use, as reference, a spherical  perfect crystal (say) 
of  Si (e.g. Boehm, Prager & Barnea, 1974) of  
d imens ion  akin to that of  the specimen under  investi- 
gation. Then,  except for the difference in mosaic  
spread,  all other exper imental  factors are essentially 
unchanged.  From comparat ive measurements  with 
the two crystals, est imation of  the mosaic  spread of  
the spec imen should be relatively straightforward. 
Cooper  & Nathans  (1967) have proposed a s imilar  
procedure to establish the resolution funct ion of  
neutron diffractometers. 

While a doublet  source has value for internal  com- 
parisons of  the responses to the a ,  and a2 com- 
ponents,  its doublet  nature does cause overlap prob- 
lems as ment ioned  in § 3. From this viewpoint,  it 

* A comment on the paper by these latter authors is warranted 
here because of its relationship to the present work. 

Only recently did I chance upon this work. Instead of using a 
fine slit before the detector and a single pass as in the procedure 
of Furnas (1957), a series of photographs was taken with a film 
mounted in front of the counter of a diffractometer. With the 
advantage of hindsight, one realises that it is greatly to be regretted 
that this work of some 20 years ago did not receive the attention 
and further exploration which, it is now obvious, it warranted. The 
technique of over-exposure enabled outer limits to be revealed but 
not much detail of the distribution within the limits. This, together 
with the large size of the source (~0-6°), as compared to that in 
my study (Mathieson, 1982a), 0-06 °, tended to preclude the possi- 
bility of distinguishing the a~a2 components even though the 20 
value of the reflexions in the two cases was similar. Nevertheless, 
it is intriguing to realise that Fig. 4 of Alexander, Smith & Brown 
did not then draw attention to the evident potential of the to/0 
scan which, in this case, would have allowed use of an aperture 
of 0.1 ° instead of 0.7 ° necessary for an to or to/20 scan. 

would therefore appear  advantageous to use a singlet 
source of  radiat ion, /3 (say), rather than  the frequent ly  
used a~a2 doublet.  Reduct ion of  the size of  the source 
would also be advantageous to the process of  
measurement ,  provided there was no loss of  specific 
intensity. 

If  it is possible to reduce the intrinsic parameters  
to two, there is an obvious advantage. This is effec- 
tively the case if  one can use a highly monochromat ic  
source, such as with y-rays or with a high-resolut ion 
monochromator  or with a detector with high energy 
discr iminat ion.  Then the major  intrinsic variables are 
the crystal substructure (or reflectivity) dis tr ibut ion 
and the source distribution. Note that the key vari- 
ables are t h e n / z ( =  r) and or and these can be est imated 
by slices parallel  to their  component  axes, as illus- 
trated in Fig. 6 for two Gauss ian  distributions.  Note 
that the major  and minor  axes of  the 2D dis tr ibut ion 
are of  less direct relevance, their orientat ion relative 
to the /z  and o- axes being determined by the relative 
(angular) magni tudes  of the components  tz and tr. 

It is evident that, despite the advantages to be 
gained from use of  the (Ato, A20)  distribution,  there 
is the disadvantage associated with having to collect 
and manipula te  a greater amount  of  data. Con- 
sequently,  the convent ional  1 D detection procedures 
will cont inue to be used for many  routine structure 
studies but  perhaps  using dynamic  aperture control 
(Mathieson,  1983c). It may therefore be relevant to 
the 1D procedure to offer an observation arising from 
the 2D viewpoint ,  namely  that the 1D reflexion profile 
as measured  (whether to, to/0 or to/20 scan) can 
provide little informat ion  concerning the extinction 
parameter  y(r)  [=y( /z ) ]  other than a s ingle-valued 
average. This observation seems worth spel l ing out 
as it may tend to be assumed by some crystallogra- 
phers (and at first considerat ion may  appear  
eminent ly  reasonable)  that informat ion about  the 
variation in level of  extinction within the reflexion is 
extractable from measurement  of  the I D reflection 
profile. This assumpt ion  under lay  the procedure  ear- 
lier proposed by Robinson (1933)* to permit  correc- 
tion for extinction. When considered from the 2D 
viewpoint,  it is clearly erroneous since Fig. 2 reveals 
that, even without the addi t ional  complexi ty  of  the 
source d imens ion ,  the various different levels of  y(/.t) 
are largely super imposed  in the project ion profile [cf. 
Fig. 2(iv) with (i), (ii), (iii) and part icularly Fig. 2(a) 
components] .  Where a real source is involved (Fig. 
4) the averaging (smearing) is even greater. 

* Subsequently, Robinson (1934) carded out measurements with 
powdered authracene and derived a value of F(001)= 34-3 com- 
pared with his 1933 single-crystal values of 30-5 (Cu) and 32-8 
(Mo). While acknowledging the potential source of error in the 
single-crystal measurements as incomplete correction for absorp- 
tion and extinction, the basic inadequacy of associating extinction 
variation with simple intensity variation was not recognised. 
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When one aims to utilise the (Aoo, A20) distribution 
approach to establish physically realistic information 
about extinction/reflectivity/mosaicity and simul- 
taneous diffraction, one requires a high level of  real 
spatial resolution in respect of  the detector. Gas- 
chamber based detectors have a limitation in that 
their inherent mode of  operation tends to diffuse the 
incident quantum over a number of  effective channels 
(pixels), see however Radeka & Boie (1980). Although 
not yet fully developed, the solid-state photo-diode 
detector with spatial resolution of some 50 vLm would 
appear to have certain advantages, especially if con- 
structed of  Ge for use with Mo radiation. 

I am grateful to Drs S. L. Mair and S. W. Wilkins 
for critical and helpful comments on the manuscript. 
Also for the use of  data from K2SnC16, from Dr Mair, 
and for the computer program to provide contour 
maps of  the intensity distribution from Mr W. Fock. 
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